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ABSTRACT
Precomputed radiance transfer techniques have been broadly used for supporting complex illumination effects
on diffuse and glossy objects. Although working with the wavelet domain is efficient in handling all-frequency
illumination, the spherical harmonics domain is more convenient for interactively changing lights and views on
the fly due to the rotational invariant nature of the spherical harmonic domain. For interactive lighting, however,
the number of coefficients must be limited and the high orders of coefficients have to be eliminated. Therefore
spherical harmonic lighting has been preferred and practiced only for interactive soft-diffuse lighting. In this
paper, we propose a simple but practical filtering solution using locally adaptive products of high-order harmonic
coefficients within the genuine spherical harmonic lighting framework. Our approach works out on the fly in two
folds. We first conduct multi-level filtering on vertices in order to determine regions of interests, where the high
orders of harmonics are necessary for high frequency lighting. The initially determined regions of interests are
then refined through filling in the incomplete regions by traveling the neighboring vertices. Even not relying on
graphics hardware, the proposed method allows to compute high order products of spherical harmonic lighting for
both diffuse and specular lighting.
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1 INTRODUCTION
Precomputed radiance transfer (PRT) techniques have
been widely used to render global illumination effects
in interactive graphics applications such as video games.
General PRT techniques precompute and approximate
the visibility and the cosine term between a point (ver-
tex or pixel), so-called ambient occlusion, and incoming
hemispherical illumination, so that we can compute such
expensive shading on the fly. This precomputed ambient
occlusion is often modulated together with other illumi-
nation properties such as an environment map and bidi-
rectional reflectance functions (BRDF). Monte Carlo
sampling on the hemispherical illumination has been
practiced commonly to compute ambient occlusion.

The PRT techniques are based on a frequency vec-
tor space of lighting, which uses spherical harmonics
(SH) [1, 2], Haar wavelets [3, 4] or discrete cosine trans-
form (DCT) [5]. For instance, the SH-based techniques
project an environment light map to a set of SH basis
over the sphere, which consists of harmonic basis func-
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tions and the lighting coefficients [1]. The main benefit
of the SH-based approaches is that we can decompose
the light transport to the different frequency bands so
that we can omit exclusively high-frequency illumina-
tion in the hierarchical frequency layers for interactively
lighting applications. Only several layers of harmonic
coefficients can render diffuse surface plausibly [6].

However, if we want to render a higher-frequency
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Figure 1: Comparison of rendering between full SH
lighting (a) and our locally adaptive approach (b).
(c) shows the adaptive local filtering. Our approach
achieves real-time performance (15 fps.) with genuine
SH lighting with level 10 (121 coefficients). The rendered
image (b) is plausibly comparable to the calculation of
full-order coefficients (a). The peak signal-to-noise ratio
between the two images is 41.73.
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shadow within the SH framework, we need a higher
order of harmonics basis despite of sacrificing the com-
putational costs. For this reason, all frequency rendering
in interactive applications with a small number of SH co-
efficients has been thought to be impossible. Therefore,
the wavelet domain has been preferred for all-frequency
lighting.
Wavelet decomposition includes the mean and local devi-
ation basis functions of each frequency layer. Analogous
to an image gradient including spatially varying local
frequency information, these local deviation bases op-
erate as wavelet coefficients. Hence, the wavelet-based
techniques are capable of rendering all-frequency illu-
mination effects with sharper shadow and BRDFs with
fidelity using a relatively small number of coefficients
[3, 7, 8, 4]. However, owing to the mathematical nature
of the wavelet domain, the wavelet coefficients cannot
be rotated directly. Implementing the rotation of wavelet
coefficients for real time is cumbersome, requiring more
efforts on programming with graphics hardware. Re-
cently, hybrid approaches such as [9] have been pro-
posed where the low-order spherical harmonics is used
for indirect illumination and the wavelets are used for
direct lighting.
In this paper, we propose a simple but practical lighting
solution using locally adaptive products of SH coef-
ficients only within the SH lighting framework. Our
fundamental insight is based on the observation that the
lighting changes along the level of harmonics. When
we increase the number coefficients of harmonics, the
change of light intensity forges near the edges of shadow,
i.e., the number of vertices, which require the high fre-
quency lighting, becomes smaller as the harmonics level
increases. We take the insight from this observation and
propose a novel multi-level filtering approach for deter-
mining the regions of interest (ROIs) for high frequency
lighting against the regions, where the high order of har-
monics makes no changes in lighting. This allows us to
compute the high-order products of diffuse and specular
lighting on given limited computational resources, ren-
dering higher frequency lighting exclusively. Refer to
Figure 1 for the comparison of our rendering and classi-
cal spherical harmonic rendering. Our contributions are:

• A novel multi-level filtering approach for locally
adaptive products and

• A refining method of the vertex ROIs using the
breadth-first search method.

2 RELATED WORK
Precomputed radiance techniques have been developed
intensively for more than a decade since Sloan et al. [1].
This section overviews the related work of the PRT tech-
niques very briefly. Refer to Ramamoorthi [10] for more
detailed review of the latest PRT technologies.

Low-Frequency PRT. Ramamoorthi and Hanra-
han [6] proposed that the 25 coefficients (zero to four
levels of harmonic bases) could be enough to render
diffuse reflectance with general environmental maps.
However, high-frequency shadowing and specular
representation require a lager set of basis functions in
these traditional SH lighting techniques. Sloan et al. [1]
then introduced a seminal precomputation framework
to render the diffuse and glossy materials with envi-
ronmental maps decomposed in spherical harmonics.
Their method can support various illumination effects
such as interreflections and caustics, assuming that
the scene is static and that the environmental maps
are in low frequency. The frame rate of the proposed
method was less than four frames per second with 50K
vertices using five harmonics layers (in 2002). Kautz et
al. [11] enabled to render arbitrary BRDFs and Sloan et
al. [12] applied the principal component analysis (PCA)
clustering method to extend their previous work [1] for
interactive applications.

All-Frequency PRT. Traditional SH lighting tech-
niques employ a limited number of coefficients to pro-
vide a real-time response rate. High-frequency light-
ing such as sharp shadows cannot be rendered with the
number of coefficients in SH lighting. Sloan et al. [13]
proposed a radiance transfer technique that achieves
higher-frequency lighting by combining global illumina-
tion effects at two different scales: a coarsely sampled
macro-scale through the PRT and a finely sampled meso-
scale on bidirectional texture function (BTF) on graphics
hardware. Ng et al. [3] introduced a seminal wavelet-
based representation for all-frequency lighting using a
nonlinear approximation. This method can render non-
diffuse scenes at a fixed viewing and scenes at arbitrary
viewing directions. Ng et al. [4] extended their work [3]
to triple products of wavelet integrals for rendering all-
frequency direct illumination, allowing to change the
viewpoint and the light direction. However, the render-
ing took three to five seconds per frame [4]. Liu et al. [7]
and Wang et al. [8] proposed a precomputed radiance
transfer method dedicated for rendering glossy objects.
These approaches separate 4D BRDFs into the viewing
(2D) and lighting (2D) direction, respectively. These
functions are factored in a form of Haar wavelets and
clustered to principals components [7]. Kautz et al. [14]
proposed a hemispherical rasterization method that re-
computes visibility for self-shadowing of dynamic ob-
jects. Inger et al. [5] recently proposed a locally adaptive
product approach using discrete cosine transformation
to achieve a real-time frame rate with high vertex counts.

Other Basis PRT. Sloan et al. [15] decompose the
light transfer functions as the integral of zonal harmonic
(ZH) basis functions, rotated about different directions.
This zonal harmonics approximation is so efficient that
it enables fast local transformation of lighting on the fly.



Tsai and Shih [16] decompose light transfer functions
into radial basis functions, which are undemanding to
rotate and handle high frequency efficiently. To achieve
a real-time performance, they compress the light transfer
matrix by applying a tensor approximation with clus-
terization, where only direct illumination is handled.
Nowrouzezahrai [2] recently introduced a sparse ZH
factorization method for rotating harmonic coefficients
efficiently.

In this paper, we explore a simple but powerful modi-
fication of the traditional SH lighting techniques. Our
objective is to render high-frequency lighting within
the genuine spherical harmonics framework. Our mod-
ification renders static diffuse and specular materials,
allowing the dynamic changes of the lighting and the
view.

3 PRELIMINARIES

3.1 Foundations of Spherical Harmonics

This section briefly overviews the foundations of SH
lighting on which our system is based [1].

Spherical Harmonics. Spherical harmonics are de-
fined over a spherical space S, where a point on the space
(x,y,z) is parameterized as (sinθcosφ ,sinθsinφ ,cosθ).
The angular portion of this system is called the spheri-
cal harmonics Y m

l (θ ,φ) as a Laplace’s equation, where
l ∈ N (the total number of layers) is the coefficient layer
index, and m is an integer index between −l and l. The
complex basis is transformed and defined to the real
basis ym

l (θ ,φ) in practice using associated Legendre
polynomials Pm

l as follows:

ym
l =


√

2Km
l cos(mφ)Pm

l (cosθ), m > 0√
2Km

l sin(−mφ)P−m
l (cosθ), m < 0

K0
l P0

l (cosθ), m = 0 ,

where Km
l is the normalized coefficients.

A spherical function f of a band over the sphere can be
defined as a coefficient f m

l of the SH band, i.e., f m
l is the

integral of the SH vectors of the band
∫

S f (s)ym
l (s)ds.

The discrete sum of the n-th order bands can approxi-
mate the original function f (s) as below:

f̃ (s) =
n−1

∑
l=0

l

∑
m=−l

f m
l ym

l (s), (1)

where the n-th order in the traditional SH basis includes
n2 coefficients.

Integration in SH. We compute diffuse lighting as
the products of ambient occlusion and a light map. In
spherical harmonics, the integration I of the products of

functions f̃ and g̃ can be projected as a dot product as
follows:

I =
∫

S
f̃ (s)g̃(s)ds =

∫
S
∑

i
Fiyi(s)∑

j
G jy j(s)ds

= ∑
i

∑
j

FiG j

∫
S

yi(s)y j(s)ds = ∑
i

FiGi = F ·G ,

where F is the SH vector of f ; G is the SH vector of g;∫
S yi(s)y j(s)ds is the integral of the orthonormal prod-

ucts, which turns out to be one only when i and j are
equal. Otherwise the integral results in zero due to the
nature of orthonormality.
Production Projection in SH. Our method com-
putes incoming radiance as the product of ambient oc-
clusion and a light map. The product f of two spherical
functions g and h can be projected in spherical harmon-
ics:

Fi =
∫

S
(∑

j
G jy j(s)∑

k
Hkyk(s))yi(s)ds

= ∑
j
∑
k

G jHk

∫
S

yi(s)y j(s)yk(s)ds

= ∑
j
∑
k

G jHkŶi jk = ∑
j

G jĤi j ,

(2)

where Ŷ is a three-dimensional product-projection ma-
trix that can be defined as Ŷi jk =

∫
S yi(s)y j(s)yk(s)ds; G

is the SH vector of g; H is the SH vector of h; F is the
SH vector of the product; Ĥ is the SH product-projection
matrix of H.
Convolution in SH. To evaluate specular reflection,
we convolve the incoming radiance function with the
z-aligned kernel [1]. The convolution of the circular
symmetric function g, which can be decomposed into
zonal harmonic coefficients, with a spherical function f
is an element-wise multiplication in the SH domain:

(g∗ f )m
l = αlg0

l f m
l , (3)

where αl is
√

4π/(2l +1).

3.2 Diffuse SH Lighting
In our system, we approximate the diffuse SH reflection
lighting Ld at each vertex as follow:

Ld(x,~wo) =
∫

Ω

L(wi)O(wi)ρddwi = ρdL ·O , (4)

where L is a rotated environment light map; O is an am-
bient occlusion which is the product of visibility and the
cosine term; ρd is a diffuse coefficient. We divide this
reflection equation into three factors: the environment
light map, the ambient occlusion and the reflectance.
These are decomposed to spherical harmonic coefficients
via Monte Carlo integration at the precomputation stage,
where we prebuilt Li and O as SH coefficient matrices.
Diffuse reflection with shadows can be computed on
the fly using the dot products of the SH vectors of the
ambient occlusion, lighting and diffuse reflectance.
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Figure 2: Multi-level SH filtering. We first compute the base SH lighting for all vertices. Then at each level, we
compute the difference D of lighting at each vertex. If the difference of the vertex is lower than the threshold T , we
do not calculate the SH light of the vertex in the higher levels. Otherwise, we repeat the computation in the next
levels.
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Figure 3: Schematic overview of our multi-level SH
lighting framework. (a) We compute the reference SH
lighting initially and (b) compute the difference between
the current and the reference level in SH lighting. We
define the narrow ROIs for the next level computation
and (c) compute the next level.

3.3 Specular SH Lighting
For specular lighting, we separate reflectance into dif-
fuse (Eq. (4)) and specular reflection terms (Eq. (5)) [17].
We then compute isotropic specular reflection Ls by con-
volving the specular reflectance function along the in-
coming radiance [1]:

Ls(~N,~wo) =
∫

Ω

Li(~wi)O(~wi)ρs(~wi,~wo)dwi , (5)

where we employ the isotropic Phong model, assuming
the specular lobe ρs as a single symmetric lobe with a
specular parameter k: ρs(wi,wo) = (B(~wi) · ~wo)

k [18],
where B() is a bounced light.

In order to implement interactive lighting of specular
reflection, we convert the expensive convolutions into
element-wise multiplications using the SH basis. We
simplify Eq. (5) as below [1]:

Ls(x,~wo) =
∫

Ω

R(B(~wo)−~wi)ρz(~wi)dwi

= R∗ρz(B(~wo)) ,
(6)

where R is an incoming radiance on ρz; B(~wo) is a re-
flection of ~wo; ρz is a z-aligned specular lobe.

Our precomputation therefore includes the SH decom-
position of the Phong reflectance with predetermined

parameters of shininess. To implement specular light-
ing, we first compute the reflected ray B(~wo) and the
SH basis value ym

l (B(~wo)). We also need to compute
the incoming radiance R in the SH domain as the prod-
uct of the ambient occlusion O and the light L in the
intensity domain. We then conduct element-wise multi-
plications of the z-aligned specular lobe ρz and the light
R in the SH domain, equivalent to the convolutions of
the specular lobe in the intensity domain.

Specular lighting is the most expensive computation
within the SH lighting framework. Compared to other
steps, which are computed in linear time, the product
projection requires N2 matrix multiplications, where
N is the number of SH coefficients. Note that in this
paper we focus on reducing the computational costs in
specular lighting within the genuine spherical harmonic
framework.

4 MULTI-LEVEL SH LIGHTING
We specify our scope to optimizing the genuine SH
lighting framework without relying on any other domain
such as wavelet or zonal harmonics. In particular, our
objective is to enhance the frame rate of SH lighting
with specularity and high-frequency shadows.

4.1 Multi-Level Filtering
We desire to decrease the computational costs in SH
rendering by reducing the number of the SH levels adap-
tively for each vertex. Our method first computes the
reference base harmonics of lighting for each vertex.
To define the ROIs of vertices for the higher levels in
harmonics, we compute the SH lighting at the current
level and filter out the vertices in the next level by com-
paring the lighting differences of the current against the
reference (under a certain threshold T ). However, the
selected ROIs of the vertices could be discontinued ar-
bitrarily due to the gradient variation of the harmonic
levels. We therefore fill in the holes of the surround-
ing ROIs after the initial selection of vertices. We then
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Figure 4: Computation of SH diffuse lighting. We
determine the diffuse ROI of the vertices at level l.

compute the next level SH lighting exclusively for the
vertices within the ROIs, followed by smoothing of the
edges around the ROIs. Figure 3 shows the schematic
overview of our method. Figure 2 shows the workflow
to determine the ROI of vertices at each level according
to the level-by-level difference of lighting. Algorithm 1
describes our multi-level lighting method in the pseudo
codes.

4.2 Diffuse ROI
Our method calculates the specular and the diffuse light-
ing separately adopting the Phong reflectance model.
Our method first determines the reference base-level dif-
fuse lighting for every vertex. The reference base level
for diffuse reflection is limited up to the second level
(the first top three layers) as the three SH layers are fun-
damentally important to render diffuse reflection [10].
Then, we find a region of interest, which includes the
significant lighting changes between the base and the
target level.

In order to reckon the level-by-level changes of SH dif-
fuse lighting per vertex, we multiply the ambient occlu-
sion and a light to compute diffuse lighting at level l
per vertex x. We then calculate the difference D of SH
lightings between the current and the base levels and
accumulate it as the lighting difference D (see Fig. 4):

Ll
di f f use =

(l+1)2−1

∑
i=l2

LiOi ,

where Ll
di f f use is a diffuse reflection at a level l for a

vertex x; Li is an i-th SH coefficient for a environment
light map; Oi is an i-th SH coefficient for the ambient
occlusion at a vertex x.

For instance, the inside of shadows is the result of nega-
tive lighting difference while the outside of shadows is
the result of positive light difference, see Fig. 8. Thus,
to capture the change of shadows, we check whether
the absolute value of the diffuse lighting difference |D|
is larger than the threshold T as the level grows. Algo-
rithm 2 presents the pseudo code of the computation of
diffuse lighting at each level.

OLight product matrix L

level l-1 level l
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×
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→
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Figure 5: Computation of SH specular lighting. First,
we compute the incoming radiance R at level l and com-
pute two sub-matrix multiplications and a vector addi-
tion for Rl , avoiding the multiply duplication of light
product projection at lower levels. Finally, we compute
specular lighting S at level l via the dot product of Rl
and αY (B(wo)).

4.3 Specular ROI filtering
The inspiration on our specular calculation is based on
our observation that the specular region shrinks as the
SH order of lighting increases. Based on this observa-
tion, we obtain the specular ROIs of vertices. We first
compute the reference base level of specular SH lighting
same as the original diffuse lighting (up to the second
level). Then we compute specular lighting at the current
level with Eq. (6) and check whether the vertices should
be included in the current ROI specular. We repeat this
vertex filtering level by level, yielding smaller ROIs with
higher orders. To this end, we compute the product R of
the ambient occlusion at a level l (see Fig. 5(b)):

Rl
i =

{
∑
(l+1)2−1
j=0 L̂i jO j , i≥ l2

Rl−1
i +∑

l2−1
j=0 L̂i jO j , i < l2

,

where Rl
i is the i-th SH coefficient for the product of the

ambient occlusion O and the light L at the level l; where
L̂i j is the product-projection matrix of the light L defined
as the product of the light L and the product projection
matrix Ŷ (see Eq. (2)). Note that the l2-th element is
the first element at a level l while the ((l +1)2−1)-th
element is the last element at the level l.
We then convolve the incoming radiance with the z-
aligned specular lobe and compute the specular lighting
S at the level l as the value of the convolution at a direc-
tion wo (see Fig. 5(c)):

Sl =
(l+1)2−1

∑
i=0

Ri ·αiyi(B(wo)) ,

where Sl is the specular lighting at the level l; αi is the
i-th convolution coefficient (Eq. (3)); yi(B(wo)) is the
value of i-th SH basis function at a direction B(wo). Sim-
ilar to the diffuse filtering, we stop further computation
if specular reflection S is lower than the threshold T . Al-
gorithm 3 presents the pseudo code of the computation
of specular lighting at each level.
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Figure 6: Filling in the incomplete ROIs. (a) Traveling
the neighboring vertices around the ROI. (b) Computing
the SH lighting difference of the neighbors exclusively
and adaptively modifying (expanding) the ROI accord-
ing to the difference.

4.4 Refinements
Refining the ROIs. Some vertices could be filtered
out from the ROI at an early level although they might
have significant lighting changes in higher orders. We
therefore refine the ROIs of diffuse and specular lighting
by traveling the spatial coherence around the neighbor-
ing ROIs in the breadth-first order. We first compute the
difference of SH lighting exclusively among neighbor-
ing vertices around the initial ROI (up to the maximum
order of harmonics). If the lighting on the vertex varies
significantly, the vertex is added to the initial ROI. We
repeat this process until no more significant lighting
changes are detected among the neighboring vertices
(see Fig. 6).

Smoothing the Boundaries. We render high-order
SH lighting exclusively within the ROIs, yielding sharp-
edge artifacts often around the ROIs. This edge artifacts
occur as the computational trade-off between the speed
and the accuracy while comparing the SH lighting dif-
ferences. For instance, when we use a very low level
of threshold T , most of the vertices are classified to
the ROI. There is no improvement in computational
efficiency. When we use a high level of T , our naive
calculation might suffer from sharp edges around the
boundary of the ROIs. Hence, we empirically chose a
level of threshold (we use T = 0.02 for specular reflec-
tion and T = 0.01 for diffuse reflection) first.

We travel the neighboring vertices from the boundary of
the ROIs using the breadth-first search (BFS) method,
and linearly extrapolate the computed SH lighting of the
ROIs toward the second level of the outer boundary of
the ROIs in the breadth-first order (see Fig. 7). Note
that we take all the neighboring SH lightings of the
connected vertices into account by averaging them.

5 RESULTS
This section describes the implementation detail of our
method and demonstrate results.

Implementation. We implemented our locally adap-
tive SH lighting method in C++ on a machine with an
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1
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D
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D
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Figure 7: Smoothing the boundaries. (a) We extrapo-
late the calculated SH lighting to neighboring vertices
in the breadth-first order. (b) For the neighbors, we av-
erage the SH lighting and extrapolate it up to the second
tier neighbors. D is an SH lighting on the boundary of
the ROI.

Intel i7 3770 CPU with 3.4 GHz (4 cores; L1/L2/L3
cache: 4×32KB, 4×256KB and 8MB), 16GB DRAM,
and an Nvidia GeForce GTX 670 (2GB RAM). Our
implementation is genuinely CPU-based through multi-
threading using OpenMP. Note that the GPU is only
utilized to compute triangle interpolation.
We first parallelize the incoherent vertex-dependent com-
putations such as computing the bounce vectors of light-
ing per view and multi-level filtering (see Sec. 4.1). In
addition, we parallelize our BFS method for refining
the ROIs of SH lighting. We define an array of outer
vertices from the boundary of the initial ROIs of the
base level, storing the array as a parallel queue. We
test the SH lighting differences of the vertices between
the current and higher SH order simultaneously within
the queue, yielding a selection of the vertices. We then
create another parallel queue of neighboring outward
vertices from the selected vertices, preparing the next-
level traveling. The tests of lighting differences follow
in the same manner. We repeat this process recursively
until no vertex is selected.

Results. Here we demonstrate the performance of
our method. Refer to our supplemental video for the
comparison of our rendering performance with refer-
ence computation. Table 1 compares the performance of
our method with three objects and various environment
maps.
Figure 8 compares the SH diffuse lighting, the accu-
mulated difference map and the initial ROI. Note that
the diffuse shadows become sharper as the SH level in-
creases. This shadow frequency changes can be regarded
as the accumulated SH light differences. Our initial ROI
are filtered level-by-level in respect to the accumulated
SH lighting differences.
Figure 9 presents our overall results with respect to
frames per second (FPS) and peak signal-to-noise ra-
tio (PSNR). Our method is to render the base lighting
for each vertex and add the lighting changes for the ver-



Environment map Model
# of

vertices
SH

level
# of SH
coeffs.

FPS
(ours)

FPS
(full cal.)

Filtering ratio
(diffuse)

Filtering ratio
(specular)

Speed
gain

Peter’s basilica Armadillo 52k 10 121 13.7 5.4 13% 80% 2.53
Euclayptus Grove Armadillo 52k 10 121 12.1 5.5 18% 73% 2.20

Galileo tomb Armadillo 52k 10 121 13.2 5.4 9% 78% 2.44
Galileo tomb Max Planck 58k 10 121 13.9 5.1 19% 83% 2.72

Grace Catjedral Max Planck 58k 10 121 12.3 5.1 9% 79% 2.41
Grace Cathedral Happy Buddha 59k 9 100 12.7 5.7 10% 78% 2.23
Uffizi Gallery Happy Buddha 59k 10 121 14.2 4.2 14% 91% 3.38

Peter’s Basilisca Happy Buddha 59k 9 100 14.3 5.7 16% 85% 2.50

Table 1: Quantitative measurements of our method with four objects with various environmental maps.
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Figure 8: Level-by-level difference of our SH diffuse shadow lighting. (a) shows the SH diffuse lighting at each
level and (b) shows the difference map of the levels against the reference base level.
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Figure 9: SH specular and diffuse lighting. (a) shows the reference base level. (b) shows the full calculation of the
entire SH coefficients. (c) presents our specular and diffuse lighting. (d) illustrates our multi-level filter for ROIs.
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Figure 10: Evaluation of visual differences between frames. (a) shows our rendering results of SH diffuse/specular
lighting of the “Happy Buddha” model that spins about its object axis. (b)–(g) present the close-up views around
the belly part of the model (the white box area in (a)) in 0.2 seconds intervals. (b)–(c) show smoother transition
from the specular highlight to the diffuse color. However, the frame (d) and (e) bluntly show the sudden changes of
the ROI, lacking middle-level specularity while the object spins (compare the regions with the red and the yellow
arrows). (f) and (g) start to present the missed specularity suddenly again. Although the visual differences between
the frames are subtle in this figure, the difference in the video becomes more noticeable. Refer to the supplemental
video for more example.

tices only within the ROI (the red region of Figure 9(d)).
Our specular and diffuse lighting speeds up the render-
ing time by a factor of 3.0 with a high PSNR as 43.87,
which looks virtually identical. It is worth noting that
the diffuse ROIs cover overall vertices in the scene while
the specular ROIs are distributed in the small regions.

6 DISCUSSION
Our method achieves lower FPSs than the full calcula-
tion up to the fourth SH level because the adaptive SH
computation with the overhead for checking the lighting
differences is more expensive than the raw SH compu-
tation. However, as the SH level increases, the cost of
SH computation grows faster than the overhead. There-
fore, our algorithm can achieve interactive SH rendering
in higher than the fourth level. Figure 11 and Table 2
compare the impact of the level of SH coefficients on
the rendering speed.

As shown in Table 1, the adaptive filtering performance
of our method with specular SH lighting becomes more
efficient than that with diffuse SH lighting. Diffuse SH
lighting is determined by the hemispherical integral of
the product of the ambient occlusion and lighting, while
specular SH lighting is affected primarily by the convo-
lution of the incident light vectors around the bounce
vector. Most of the vertices are visible with each other
while computing the hemispherical integrals of diffuse
lighting so that the filtering ratio of our diffuse ROIs is
relatively low. In contrast, we need only dominant light
information around the specular lobe for rendering spec-
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Figure 11: The level of SH coefficients impacts on
rendering speed of our method (model: Happy Buddha).

ular SH lighting so that our adaptive filtering method
become more efficient in particular with specular.

We currently implemented our algorithm in the CPU
environments. Our method is based on dynamic filtering
on SH lighting components for each vertex so that the
array size of the SH lighting computation is inconsistent.
Therefore, our method might not be efficient in the GPU
environments as it is in the CPU environments.

Fig. 10 presents the visual differences between frames in
the video. Our adaptive lighting method often filters out
some orders of SH coefficients, depending on the thresh-
old level of light difference. When the threshold level is
too high, the size of ROIs shrinks rapidly, yielding such
flickering artifacts. In other words, the filtering perfor-
mance could be sacrificed when the threshold level is too



SH Level # of Coeffs.
FPS

(full SH calc.)
FPS
(ours) PSNR

2 9 120.0 60.0 46.72
3 16 70.3 56.0 50.72
4 25 48.6 46.1 45.85
5 36 31.5 37.1 44.29
6 49 19.8 30.5 42.52
7 64 13.2 21.4 43.27
8 81 8.4 15.5 42.86
9 100 5.9 12.2 44.22

10 121 4.2 9.3 44.27
11 144 3.1 7.6 42.80
12 169 2.3 5.4 42.49
13 196 1.8 4.1 42.00

Table 2: Frame-rate comparison between the full SH
coefficients computation and our adaptive method. The
PSNR compares the image differences between them.

low. We could trace back that the typical ringing artifact
of spherical harmonic lighting impacts the traveling algo-
rithm of our method (described in Sec. 4), yielding such
visual artifacts between frames. We will remove this by
attenuating high-frequency lighting coefficients [19] in
our future work.

7 CONCLUSION
We propose a simple but practical multi-level filtering
solution for genuine spherical harmonic lighting. Our
approach evaluates the local variance of SH lighting
level by level to filter out vertices that do not require
high order computation of SH coefficients. The coarsely
determined regions of interests are refined by filling
in the incomplete regions by traveling the neighboring
vertices from the outer boundary of the ROIs in the
breadth-first order. Our method allows to compute high
order products of spherical harmonic lighting for both
diffuse and specular lighting with a real-time rate by
changing the lighting and view.
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APPENDIX A
This appendix provides pseudo-codes for our multi-level
SH filtering and the computation of diffuse and specu-
lar SH lighting at each level in our spherical harmonic
lighting.
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